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Abstract: Most models of sediment transport are based on the hypothesis of a weak interaction between the fluid and the sediment phase, where the main flow is subjected to the mass and momentum conservation of the fluid phase, with small corrections due to the presence of the sediments. These models usually give a correct answer for conditions where the concentration of sediment is really low. In the case of high sediment transport, some models analyze the two subdomains separately, the high and the low concentration, and employ different constitutive equations. In the present model there is a two-phase description of the whole domain. The closure of the turbulence and the interaction between the sediments and the fluid introduce approximations, but results are consistent with experiments and previous models.
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Introduction

Sediment transport in a sheet flow regime occurs in many physical conditions. The field covers a wide range of physical situations: debris flow in its different stages, sheet flow under waves, rivers during flood, or in the swash zone during uprush and downrush, strong currents and waves, and currents over a plane bed. The importance of such a mechanism of sediment transport is due to the large transport rate relative to all other mechanisms.

The sheet flow regime is characterized by the absence of bed forms, with several layers of grain moving at the bottom at a high volume concentration. Many writers have explored the motion of dry grains in simple bounded flow fields or in unbounded domains, as over an inclined bed (Johnson et al. 1990; Anderson and Jackson 1992; Nott and Jackson 1992) or chutes. In such a situation, the fluid phase plays a secondary role in defining the flow field. The momentum balance equations for the particulate phase need to be supplied with constitutive equations to relate the stress tensor to the state variables and their gradients. The closure is often obtained using the results of the dense gas theory (Lun et al. 1984) for kinetic and collisional stresses, and using the Coulomb approach for the frictional components. A specific effort has been devoted to defining the proper boundary conditions (Haff 1983; Hui et al. 1984; Jenkins and Richman 1986; Pasquarell and Ackermann 1989; Jenkins and Askari 1991; Gutt and Haff 1992), which are extremely important for the modeling of the analytical problem and strengthening the reality of the results.

When the fluid phase plays a significant role in sharing the stresses with the sediment phase, there is the necessity for a proper modeling of the stress tensors in both phases, including the interactions. The pioneering work of Bagnold (1954) in this direction has been followed by other writers, such as Hanes and Bowen (1985); Ahilan and Sleath (1987); Lamberti et al. (1991); Ribberink and Al Salem (1995); and Dong and Zhang (1999).

Detailed experiments are scarce because it is difficult to make accurate measurements in the area of intense sediment transport (Pugh and Wilson 1999). The measure of grain volume concentration requires nonstandard techniques and the use of instruments with strongly nonlinear behavior [Sumer et al. (1996) used inductive probes, Pugh and Wilson (1999) used a γ-ray concentration measuring device].

Considering a stream of water flowing on a bottom with grains, we can expect the following scenarios depending on bottom friction.

1. Fluid stream carrying grains in suspensions at low concentrations. The dynamics of the mixture are similar to the dynamics of the clear water and weakly influenced by the grains. The interactions between grains and mean flow field are represented by drag and lift forces and by the inertia of the added mass. The presence of grains usually reduce the fluid turbulence energy, as low concentration of small particles reduce the resistance of the fluid stream. The interaction between fluid turbulence and grains is different at different wave numbers. At length scales smaller than the grain diameter, the vortices exert a pressure on the grain surface, inducing a random walk of the particle, with a net movement toward regions of less anisotropy in cases of nonisotropic turbulence. At length scales greater than the grain diameter, the grain can be trapped in the vortex motion, provided that the velocity in the vortex is of the order of the settling velocity of the particle. The turbulent field modifications due to grains are mainly restricted to wave numbers larger than the grain wave number (based on grain diameter) in the first case, and are negligible in the second. The grains have negligible self-interactions, but they are quite effective in transferring momentum moving in the flow field. The net flux of momentum, equivalent to a stress, usually acts to equalize the momentum in the flow field.
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2. At intermediate grain volume concentrations, collision between particles is frequent. The granular phase starts to have an independent and significant role in the transmission of stress through collisions, and to transfer energy into pure thermodynamic energy due to inelastic collisions between grains. The fluid acts in reducing the velocity fluctuation of particles, and the scale of the microvortices is strongly damped by the interparticles voids geometry. Fluid jets originate near colliding particles, transferring energy at a length scale smaller than the grain diameter scale. Thus the grains partly act as an energy bypass from the mean motion to the small scale of turbulence.

3. At high grain volume concentration the fluid turbulence energy level decays very fast, and grains carry most of the stress. Using Bagnold’s expression for granular stress in inertial regime, we can estimate the order of magnitude of the ratio between the granular stress and the fluid turbulence stress level as

\[
\frac{\tau_g}{\tau_f} = O \left( \frac{\rho \lambda^2 \ell^2 (\partial U / \partial y)^2}{\rho \ell^2 (\partial U / \partial y_0)^2} \right) \equiv O \left( \frac{\rho \lambda^2 \ell^2}{\rho \ell^2} \right) \tag{1}
\]

with \( \lambda \) representing the free path of the grains having diameter \( d \), and \( \ell = \text{length scale of turbulence} \). \( O(\cdots) \) indicates an order of magnitude [however, Chen and Ling (1996, 1998); and Hunt et al. (2002) revisited Bagnold’s data and concluded that the value of the fluid index, the exponent of the shear rate in the constitutive equation, is \( \sim 1.5 \)]. The grains are at contact for a time interval of the order of the time between encounters, the kinetic stress component is negligible, and the quasi-static (friction) stress component tends to dominate the collisional component.

4. For concentrations higher than \( \sim 0.9 C_s \), where \( C_s = \text{maximum packing concentration} \), the grains state is at rest and the fluid flow field reduces to seepage.

In the present analysis, sediment transport in sheet flow conditions in a general framework is treated. Application is limited to a 1-DV (one dimension in the vertical) formulation. It is assumed that the Shields parameter is high enough (\( \sim 20 \) times that required to set individual grains in motion) to prevent bed forms growing and to guarantee the existence of a flat bottom. A two-phase scheme is used in which the two phases, solid and fluid, are considered continua that are mechanically interacting and highly dispersed.

The current paper is organized as follows: a section is dedicated to the governing equations, developed within the general framework of multiphase systems; equations are then written in explicit form for a two-phase system in a 1-DV formulation; closure schemes for turbulence energy and dissipation, and the interaction between the two phases, are outlined in the third and fourth sections; the fifth and sixth sections deal with the rheology of the granular phase and with the boundary conditions for the set of differential equations; the theoretical approach is followed by numerical integration and comparison with experiments or previous models. Comparisons throughout refer to the thickness of the sheet flow layer, to velocity profiles, transport rate, and the friction factor.

**Governing Equations**

Considering a multiphase system, the continuity and momentum equations, written in conservative form for the generic phase, are

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{U}) = 0 \tag{2}
\]

\[
\frac{\partial (\rho \mathbf{U})}{\partial t} + \nabla \cdot (\rho \mathbf{U} \mathbf{U}) + \nabla \cdot \mathbf{T} - \mathbf{f} = 0 \tag{3}
\]

where \( \rho = \text{mass density} \); \( \mathbf{U} = \text{velocity} \); and \( \mathbf{U} \mathbf{U} = U_s \otimes U_m = \text{tensorial product of the two vectors } \mathbf{U}; \mathbf{T} = \text{stress tensor}; \text{ and } \mathbf{f} = \text{force per unit mass} \). All the variables are local and instantaneous. To avoid solving a multiboundry problem, and to remove the fluctuations of the variables, we adopt Reynolds decomposition and a space average as suggested by Drew (1983). Following Drew (1983), we introduce the phasic function \( x_j(x, t) = 1 \) if the vector position \( x \) is in the phase \( j \) at the time \( t \), otherwise \( x_j(x, t) = 0 \). Considering any tensor \( h \) function of space \( x \) and time \( t \) and a weighting function \( a(s) \), where \( s = \text{space vector describing the volume of integration } V \), its space average is \( \langle h \rangle = \int h(x + s, t) a(s) dV \). Multiplying the mass and the momentum conservation equations by the generalized function \( x_j \) and averaging in space, yields

\[
\frac{\partial x_j}{\partial t} + \nabla \cdot (x_j \mathbf{U}) = 0 \tag{4}
\]

\[
\frac{\partial (x_j \mathbf{U})}{\partial t} + \nabla \cdot (x_j \mathbf{U} \mathbf{U}) + \nabla \cdot \mathbf{T} - x_j \mathbf{f} = M_j \tag{5}
\]

where \( \Phi_j = \langle x_j \rangle; M_j = \langle \mathbf{T} \cdot \nabla x_j \rangle = \text{interfacial force } \langle \nabla x_j \rangle \text{ is nonzero only at the interface between the two phases} \); and the symbols \( \langle \cdots \rangle = \langle x_j (\cdots) \rangle / \langle x_j \rangle \Phi_j (\cdots) = \langle x_j (\rho (\cdots)) / \langle x_j \rho \rangle \rangle \) are phasic and density weighted average operators. We have assumed no phase change, and we have neglected the mass and the stresses at the interface. If the fluid phase behaves like a Newtonian fluid, the stress tensor \( \mathbf{T}_j \) is decomposed in terms of pressure and extra stresses

\[
\mathbf{T}_j = (\mathbf{\bar{p}}_j - \lambda_j \mathbf{\bar{\nabla}} \cdot \mathbf{U}_j) I - 2 \mu_j \mathbf{\bar{D}}_j \tag{6}
\]

where \( \mathbf{\bar{p}}_j = \text{isotropic component of } \mathbf{T}_j; \mathbf{\bar{D}}_j = \text{rate of deformation tensor}; \text{ and } \lambda_j \text{ and } \mu_j = \text{bulk and shear viscosities, which are assumed constant and uniform}. \)

The stress tensor in the granular phase can be similarly expressed, with bulk and shear viscosities and isotropic pressure dependent on the grain volume concentration and pseudotemperature (pseudotemperature is the variance of the grain velocity, equivalent to kinetic turbulent energy for the fluid phase). If the pseudotemperature is treated as an independent variable, the structure of Eq. (6) is also formally correct for the granular phase.

We assume that the interface term \( M_j \) can be decomposed as follows:

\[
M_j = p_{j, \text{int}}^f \mathbf{\nabla} \Phi_j + M_j^d \tag{7}
\]

where \( p_{j, \text{int}}^f = \text{interfacial pressure on the } j \text{ side} \) and \( M_j^d = \langle (p - p_{j, \text{int}}^f) \mathbf{\nabla} x_j \rangle - \langle (\mathbf{\tau}_j \cdot \mathbf{\nabla} x_j) \rangle = \text{interfacial force density} \). For a constant interfacial pressure \( p_{j, \text{int}}^f \) over a particle scale, the equality \( \langle (p_{j, \text{int}}^f \mathbf{\nabla} x_j) \rangle = p_{j, \text{int}}^f \mathbf{\nabla} \Phi_j \) holds.

For a two-phase system the number of unknowns is greater than the number of equations, and assumptions of closure are
needed to relate the stresses $\overline{\tau}_{ij}$ to the characteristics of the flow field (three equations per phase). To describe the pressure difference ($p'_{int}-\overline{p}$) for each phase and the interfacial force density $\mathbf{M}_{ij}$, a relation is required between the isotropic pressures of the two phases, between the variables $\Phi_j$, in terms of the state variables. We will assume that both phases are incompressible, $\overline{\rho}_j=\text{const}$, and that $\Phi_j=C$ and $\Phi_f=1-C$. We also introduce Reynolds decomposition of the instantaneous space and time averaged variables.

In uniform conditions, variation in the $x$ direction is zero and only variation in the $y$ direction is important. For fluid–particle mixtures in a 2D system, the equations of continuity and linear momentum balance in 1-DV formulation reduce to

$$\frac{\partial (1-C) U_x}{\partial t} + p_{f} \frac{\partial (1-C) U_x U_y - C'U'_xU'_y}{\partial y} + (1-C) \frac{\partial p}{\partial x}$$

$$+ \frac{\partial (1-C) U'_x U'_y}{\partial y} - p_j (1-C) g \sin \alpha + M'_{y} = 0$$

(8)

$$\frac{\partial C V_x}{\partial t} + p_{f} \frac{\partial C V_x V_y + C'V'_x V'_y}{\partial y} + C \frac{\partial p}{\partial x} + \frac{\partial \tau_{xy}}{\partial y} \frac{\partial C}{\partial y}$$

$$- p_{f} C g \sin \alpha - M'_{y} = 0$$

(9)

$$\frac{\partial (1-C) U_y}{\partial t} + \frac{\partial (1-C) U_x U_y - 2 C'U'_x U'_y}{\partial y} + (1-C) \frac{\partial p}{\partial y}$$

$$+ \frac{\partial (1-C) U'_x U'_y}{\partial y} + p_j (1-C) g \cos \alpha + M'_{y} = 0$$

(10)

$$\frac{\partial C V_y + C'V'_y}{\partial t} + p_{f} \frac{\partial C V_x V_y + 2 C'V'_x V'_y}{\partial y} + \frac{\partial p}{\partial y}$$

$$+ \frac{\partial \tau_{xy}}{\partial y} \frac{\partial C}{\partial y} + p_{f} C g \cos \alpha - M'_{y} = 0$$

(11)

$$\frac{\partial}{\partial t} (1-C) U_y - C'U'_y = 0$$

(12)

$$\frac{\partial}{\partial t} C V_y + C'V'_y = 0$$

(13)

with $U=(U_x, U_y)$ and $V=(V_x, V_y)$ being the fluid and sediment velocity. All the variables are time averaged, and the overbar indicates the time correlation. The viscous contribution in the carrier phase is neglected as it is of a small order. It is assumed that the interface effects are negligible and the isotropic pressure in the fluid and granular phase is in equilibrium, with $p'_{int}=\overline{p}_{int}=\overline{p}_j=p_f$. The time derivatives are retained only for numerical purpose, as explained in “Application.”

The correlations between the fluctuating terms of the fluid velocity can be modeled using a diffusive scheme

$$\overline{U'_i U'_j} = - v_j (U_{i,j} + U_{j,i}) + \frac{2}{3} \delta_{ij} \kappa - \frac{2}{3} \nu \delta_{ij} U_{i,j}$$

(14)

$$C'U'_j = C'V'_j = - \frac{\nu}{S_c} C_j$$

The components of the interfacial force density, $\mathbf{M}'_{ij}$, and their fluctuations, can be specified on the basis of the force acting on an insulated moving sphere in a generic flow. The hydrodynamic force acting on the granular phase is expressed as

$$\mathbf{M}'_{ij} = n \mathbf{F} = \rho_p C \left[ \frac{3}{4} C d_p \frac{1}{d} U - V |(U - V) + C_M \left( \frac{D U}{D t} - \frac{D V}{D t} \right) \right]$$

$$+ C_L (U - V) \times \Omega$$

(15)

with $n=6 C / \pi d^3$ representing the number of particles per unit volume. The coefficients $C_{Dp}$, $C_{M}$, and $C_L$ are effective drag, adjoint-mass, and lift coefficients evaluated for a cloud of particles, respectively. The term representing pressure effects is already present in the linear momentum balance equation, and has been dropped in the expression of the interfacial momentum transfer. $\Omega =$vorticity, and $D_u$ and $D_v$ = material derivative following the sediments and the fluid, respectively. The lift term is not widely used also because it is difficult to measure. In addition it is questionable to introduce it if the particle is of the same size of the smallest wavelength of the turbulence (Chen 1947).

A Reynolds decomposition of the interfacial momentum transfer generates 14 new components involving correlations. These components have not been further analyzed due to the difficulty in modeling and validating all of their correlations.

Experimental relationships are available for the effective drag coefficients (Rubey 1933; Maude and Whitmore 1958)

$$C_{Dp} = \left( \frac{24}{R_d} + 2 \right) \frac{1}{(1-C)^{4.5}}$$

$$R_d = \frac{|\mathbf{U}-\mathbf{V}|d}{\nu}$$

(16)

A semiempirical correction for the added mass coefficient, valid to the order $O(C)$ obtained by Mokeyev (1977), is represented by the equation $C_{M} = C_M (1 + 4.2 C)$, where $C_M = 0.5$. Unfortunately, similar equations are not available that include the effect of a cloud of particles in the residual coefficients. For the lift we assume that $C_L = 0.5$.

The force densities $\mathbf{M}'_{ij}$ for the two phases have to be equal and opposite sign, with $\mathbf{M}'_{ij} = -\mathbf{M}'_{ji}$.

**Closure of the Turbulence Energy Equation**

Modeling turbulence in a two-phase system is more complicated than in a single phase, with fluid turbulence being strongly influenced by the motion of the grains. We adopt a classical $\kappa-\epsilon$ model, modified to include extra-production and extra-dissipation.
terms due to the presence of sediments, as proposed by Elghobashi and Abou-Arab (1983). The modeled equation for turbulent kinetic energy is represented as follows:

\[
\rho \frac{\partial (1-C)}{\partial t} + \rho (1-C) \frac{\partial U_y}{\partial y} - 2 \rho_y \frac{v_i}{S_{kc}} \frac{\partial C}{\partial y^2} + \rho_f C \frac{\partial C}{\partial y} V_y - U_y \frac{\partial (1-C)}{\partial y} + \rho_f (1-C) \frac{\partial U_y}{\partial y} \]

\[
= \rho_f \frac{\partial [(1-C) \frac{\partial E}{\partial y}]}{\partial y} + \rho_f (1-C) \frac{\partial (U_y)}{\partial y} \]

\[
- \frac{v_i \frac{\partial \rho}{\partial y}}{S_{kc}} \frac{\partial C}{\partial y} - \rho_f (1-C) \varepsilon - \frac{F_{stat}}{V_y - U_y} \frac{v_i}{S_{kc}} \frac{\partial C}{\partial y} (V_y - U_y)
\]

\[
F_{stat} = \rho_f C \left( \frac{3}{4} \frac{C}{\nu} \frac{1}{d} |V - U|^2 + C_{\nu} (|U - V| \cdot \Omega) \right) \tag{17}
\]

where \( \kappa = 0.5 \frac{U_y}{U} \) represents the fluid turbulent kinetic energy; \( \varepsilon = \frac{U_y}{U} \) is its rate of dissipation; \( S_{kc} \) is the Schmidt's number for turbulence energy, \( F_{stat} \) is part of the stationary drag. The terms on the left-hand side of the equation model transient and convection effects; the terms on the right-hand side represent turbulent diffusion (\( D \)), production (\( P \)), extra production due to buoyancy (\( P_{extra} \)), dissipation, and extra dissipation (\( \varepsilon_{extra} \)).

A similar equation can be obtained for the turbulence energy dissipation:

\[
\rho_f (1-C) \frac{\partial \varepsilon}{\partial t} + \rho_f (1-C) U_y \frac{\partial \varepsilon}{\partial y} - 2 \rho_f \frac{v_i}{S_{kc}} \frac{\partial C}{\partial y^2} \]

\[
= - \rho_f \frac{\partial [(1-C) \frac{\partial \varepsilon}{\partial y}]}{\partial y} + \rho_f (1-C) \frac{\partial (U_y)}{\partial y} \]

\[
+ C_{\varepsilon_2} (P + P_{extra}) \frac{\varepsilon}{k} + \rho_f (1-C) \frac{\partial C}{\partial y} \frac{\partial \varepsilon}{\partial y} + \frac{\partial \varepsilon}{\partial y} \]

\[
+ \frac{C_{\varepsilon_3} \varepsilon_{extra}}{k} \frac{\partial \varepsilon}{\partial y} \tag{18}
\]

where \( S_{kc} \) is Schmidt’s number for turbulence energy dissipation. The model involves a few coefficients whose values have been set on the basis of computer simulation or experimental evidence. The assumed values of the coefficients are reported in Table 1 and are commonly used in literature (e.g., Elghobashi and Abou-Arab 1983). There are some theoretical difficulties with evaluating the rate of dissipation \( \varepsilon \) in dense particle flows. The rate of dissipation is usually related to the length scale of the vortices most effective in dissipation, \( \varepsilon \approx k^{3/2} / L \). In dense-particle flows the scale of these vortices can be limited by the interparticle distance. To include this effect, Kenning and Crowe (1997) introduced a hybrid length scale for viscous dissipation which depends on both the average interparticle spacing and the dissipation scale of the fluid in the absence of particle.

**Table 1. Value Adopted for the Coefficients in \( \kappa - \varepsilon \) Turbulence Model (from Elghobashi and Abou-Arab 1983)**

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value adopted in the present model</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{\mu} )</td>
<td>0.09</td>
</tr>
<tr>
<td>( C_{\varepsilon_1} )</td>
<td>1.44</td>
</tr>
<tr>
<td>( C_{\varepsilon_2} )</td>
<td>1.92</td>
</tr>
<tr>
<td>( C_{\varepsilon_3} )</td>
<td>1.2</td>
</tr>
<tr>
<td>( S_{\varepsilon} )</td>
<td>1.0</td>
</tr>
<tr>
<td>( S_{\kappa} )</td>
<td>1.0</td>
</tr>
</tbody>
</table>

For coefficient. Pseudothermal energy is generated, convected, diffused, and dissipated according to a balance equation. The main mechanisms of transmission of stresses are binary collisions between particles (collisional component) and flux of momentum (kinetic component). The model neglects particle rotation and the interparticle fluid.

Among all the micromechanics theories, the model by Lun et al. (1984) covers the entire range of concentrations and has been tested widely against other similar models and experimental results of dry grains motion over inclined beds and chutes (e.g., Nott and Jackson 1992).

In compact form, the kinetic and collisional stresses in the granular phase are represented by

\[
\sigma_{sk} + \sigma_{sc} = \rho_f f_1 T - \chi \left( f_{11} - \frac{f_2}{2} \right) \frac{\partial V_y}{\partial y} \tag{19}
\]

\[
\tau_{sk} + \tau_{sc} = - \frac{f_2}{2} \frac{\partial V_y}{\partial y} \tag{20}
\]

where \( f_1, f_{11}, \) and \( f_2 \)=functions of the concentration, the maximum concentration \( C_* \), and the coefficient of elasticity of the spherical particles. The variable \( \chi \) depends on grain mass volume and diameter.

The balance equation for the pseudothermal energy is

\[
\frac{3}{2} \rho_f C \frac{\partial T}{\partial t} + V_y \frac{\partial T}{\partial y} + \frac{\partial q_{PTy}}{\partial y} + (\sigma_{sk} + \sigma_{sc}) \frac{\partial V_y}{\partial y} + (\tau_{sk} + \tau_{sc}) \frac{\partial V_y}{\partial y} + I = 0 \tag{21}
\]

where \( q_{PTy} \)=vertical component of the pseudothermal flux

\[
q_{PTy} = - \lambda f_3 \frac{\partial T}{\partial y} \frac{\partial V}{\partial y} - \lambda f_4 C \frac{\partial C}{\partial y} T \frac{\partial T}{\partial y} \tag{22}
\]

and \( I \)=dissipation rate

\[
I = \frac{\rho_v}{k} f_3 T \frac{\partial T}{\partial y} \tag{23}
\]

where \( f_1, f_{11}, \) and \( f_2 \) are functions of the concentration, the maximum concentration \( C_* \), and the coefficient of elasticity of the spherical particles. The variable \( \lambda \) depends on grain mass volume, grain diameter, and elastic restitution coefficient.

The value of the restitution coefficient should be related to the interparticle fluid, to the shape of the particles and the roughness of their surface, and to the relative velocity of impact. Different values of the elastic restitution coefficients between particles in the shear layer (\( e_s \)) and between particles in motion and a particle at rest representing the boundary (\( e_u \)), reflect the different dynamics of collisions.

**Stress Tensor in the Granular Phase**

The sediment kinetic and collisional stresses are modeled according to Lun et al. (1984). The writers modify the theory of dense gases of Chapman and Cowling (1970) to account for the elasticity of grains, and express the transport coefficients as function of (1) a pseudotemperature \( T = [V]^2 \) (it corresponds to fluid turbulence energy), (2) the local concentration, and (3) the restitution coefficient. Pseudothermal energy is generated, convected, diffused, and dissipated according to a balance equation. The main mechanisms of transmission of stresses are binary collisions between particles (collisional component) and flux of momentum (kinetic component). The model neglects particle rotation and the interparticle fluid.

Among all the micromechanics theories, the model by Lun et al. (1984) covers the entire range of concentrations and has been tested widely against other similar models and experimental results of dry grains motion over inclined beds and chutes (e.g., Nott and Jackson 1992).

In compact form, the kinetic and collisional stresses in the granular phase are represented by

\[
\sigma_{sk} + \sigma_{sc} = \rho_f f_1 T - \chi \left( f_{11} - \frac{f_2}{2} \right) \frac{\partial V_y}{\partial y} \tag{19}
\]

\[
\tau_{sk} + \tau_{sc} = - \frac{f_2}{2} \frac{\partial V_y}{\partial y} \tag{20}
\]

where \( f_1, f_{11}, \) and \( f_2 \)=functions of the concentration, the maximum concentration \( C_* \), and the coefficient of elasticity of the spherical particles. The variable \( \chi \) depends on grain mass volume and diameter.

The balance equation for the pseudothermal energy is

\[
\frac{3}{2} \rho_f C \frac{\partial T}{\partial t} + V_y \frac{\partial T}{\partial y} + \frac{\partial q_{PTy}}{\partial y} + (\sigma_{sk} + \sigma_{sc}) \frac{\partial V_y}{\partial y} + (\tau_{sk} + \tau_{sc}) \frac{\partial V_y}{\partial y} + I = 0 \tag{21}
\]

where \( q_{PTy} \)=vertical component of the pseudothermal flux

\[
q_{PTy} = - \lambda f_3 \frac{\partial T}{\partial y} \frac{\partial V}{\partial y} - \lambda f_4 C \frac{\partial C}{\partial y} T \frac{\partial T}{\partial y} \tag{22}
\]

and \( I \)=dissipation rate

\[
I = \frac{\rho_v}{k} f_3 T \frac{\partial T}{\partial y} \tag{23}
\]

where \( f_1, f_{11}, \) and \( f_2 \) are functions of the concentration, the maximum concentration \( C_* \), and the coefficient of elasticity of the spherical particles. The variable \( \lambda \) depends on grain mass volume, grain diameter, and elastic restitution coefficient.

The value of the restitution coefficient should be related to the interparticle fluid, to the shape of the particles and the roughness of their surface, and to the relative velocity of impact. Different values of the elastic restitution coefficients between particles in the shear layer (\( e_s \)) and between particles in motion and a particle at rest representing the boundary (\( e_u \)), reflect the different dynamics of collisions.
At high volume concentrations, another source of stress is friction. The available models for frictional stresses are less sophisticated, and mainly empirical. In fully developed plane shearing, a simple relationship between frictional normal stress and concentration is provided by Johnson and Jackson (1987)

$$\sigma_{fric} = \frac{FS}{(C_0 - C)^n}$$

where the exponent $n$ is very high (of the order of 40), and $FS =$ coefficient of the order $10^{-30}$ N/m$^2$. $C_0$ is assumed to equal the maximum concentration. Performing the local analysis of equilibrium, the frictional contribution to the shear stress is given by

$$\tau_{fric} = -\sigma_{fric} \tan \varphi_d$$

where $\varphi_d =$ internal friction angle in dynamic conditions. We also assume that the frictional stresses can simply be added to dispersive stresses.

The last term to be modeled is the component of the gradient pressure parallel to the bottom in the main direction of motion. In general, it is driven by the free stream motion, as represented by

$$\frac{\partial p}{\partial x} = \rho f \frac{\partial U}{\partial x} - \rho g \eta + \rho g \sin \alpha$$

where $U(i) =$ external velocity; $\eta =$ surface slope to generate the current; and $\alpha =$ bottom slope angle.

The model has been applied to a case involving a free stream in a uniform steady condition over an inclined mobile bed with a zero pressure gradient in the direction of motion.

**Boundary conditions**

The following set of boundary conditions at the bottom ($y = y_b$) and free surface ($y = y_f$) are fixed:

$$U_x(y_b) = u_{seep}$$

$$V_x(y_b) = U_x(y_b) = V_x(y_b) = 0$$

$$\left( CV_y - \frac{v_c}{Sc_c} \frac{\partial C}{\partial y} \right)_{yw_f} = 0$$

$$\frac{\partial U_x}{\partial y} \bigg|_{yw_f} = \frac{\partial V_x}{\partial y} \bigg|_{yw_f} = 0$$

$$\frac{\partial k}{\partial y} \bigg|_{yw_f} = \frac{\partial e}{\partial y} \bigg|_{yw_f} = \frac{\partial T}{\partial y} \bigg|_{yw_f} = \rho(y) = 0$$

where $u_{seep} =$ seepage fluid velocity. This value can be set to zero with negligible error.

More detailed boundary conditions at the bottom are necessary for the pseudotemperature, turbulence energy, and dissipation rate concentration. Following Jenkins and Richman (1986), the balance of pseudoenergy at the bottom can be written as

$$- n \cdot q_{pf} = D$$

where $n =$ outward normal, and $D =$ rate of dissipation of pseudothermal energy due to the particle–boundary collisions as a function of the coefficient of restitution of energy $\epsilon_w$ for collisions between grains in motion and grains at rest. Eq. (27) can be expressed in compact form as

$$f \left( \frac{\partial C}{\partial y}, \frac{\partial T}{\partial y}, C, T \right) = 0$$

The boundary condition for $e$ and $k$ at the bottom are fixed in the hypothesis of local balance of production and dissipation of turbulence energy near the bottom. A logarithmic velocity profile, coupled with a consideration of the influence of the sediments through the Richardson flux number (Brooks 1991), yields

$$e = \frac{u_s^3}{ky}(1 - Ri)$$

where $u_s =$ friction velocity related to the fluid tangential stress; $k =$ Von Kármán’s constant; and $Ri =$ the gradient Richardson number. The gradient Richardson number, defined as the ratio between the generation of turbulent energy due to buoyancy and shear, can simply be defined as

$$Ri = \frac{\nu_c \frac{d(CV)}{dy}}{\left( \frac{\nu_c}{\nu} \frac{dU_x}{dy} \right)^2}$$

It is still necessary to fix the boundary condition for the concentration. The Coulombic equilibrium for the first layer of grains at rest below flowing sediments is

$$|\tau| \leq |\sigma_{sc} + \sigma_{sk} + \sigma_{fric} \tan \varphi_s$$

where $\varphi_s =$ internal friction angle in static condition.

Using Eqs. (23) and (24), Eq. (31) is arranged as

$$C_b = C_0 - n \sqrt{\frac{FS \tan \varphi_s}{|\tau| - |\sigma_{sk} \tan \varphi_s}}$$

It is a limiting condition. The minimum concentration at the bottom is a function of the stresses near the bottom. The bottom concentration is slightly less than the reference concentration, and higher values of the friction static internal angle require smaller bottom concentration. The kinetic contribution $\sigma_{sk}$ is negligible at high concentration.

**Application**

The differential problem contains nine partial differential equations, i.e., two linear momentum balance equations in the horizontal [Eqs. (8) and (9)], two linear momentum balance equations in the vertical [Eqs. (10) and (11)], two equations of continuity [Eqs. (12) and (13)], turbulence energy and turbulence energy dissipation balance [Eqs. (17) and (18)], and the pseudothermal energy balance [Eq. (20)] with nine unknowns: two horizontal and two vertical velocities for fluid and grains, fluid pressure, grain volume concentration, turbulence energy and turbulence dissipation, and pseudotemperature. The integration of the differential problem has been carried out using a time relaxation scheme that is explicit with respect to time, and implicit with respect to space. Only the continuity equation has been integrated using a McCormack predictor-corrector explicit scheme. A stag-
The finite-difference scheme leads to a nonlinear system of equations at each time step, reduced to a tridiagonal linearized system. The system is solved utilizing the Thomas algorithm, and time integration is stopped when the nonstationary terms become several orders of magnitude smaller than the other terms. The grid contains 100 nodes with successful tests to check the grid space independence of the scheme. The number of nodes has been fixed to obtain a space step equivalent to the grain diameter near the bottom. The system is strongly nonlinear and generally sensitive to small variations in posing the boundary conditions. The boundary conditions for the turbulent kinetic energy and dissipation and pseudotemperature are applied at the first midnode over the bottom, where the space step is of the order of the grain diameter. Some sensitivity tests on optimal space step showed that the solution is invariant choosing a grid with smaller size but checking that the first midnode over the bottom is in the domain where molecular viscosity has negligible effects.

Comparison has been made with the experiments of Sumer et al. (1996) and of Nnadi and Wilson (1992) with respect to concentration, friction factor, and total sediment load. Sumer et al. (1996) have carried out experiments in a tilting flume with dimensions 0.3 by 0.3 m. Most of the tests were conducted with a lid, while some were conducted with a free surface flow. Four different sediments were used, but we compare some of the results obtained for only two of the sediment types. These are named Nos. 3 and No. 4 in the original paper, and 3a and 4a in the present paper. Properties of these sediments are shown in Table 2. We have supposed a free surface flow, with a depth of 0.08 m for the experiment with sand grains and 0.11 m for the experiments with acrylic grains. The water depth was chosen, jointly with the grain particles, to collision. The momentum exchange due to transfer of particles and of Nnadi and Wilson 1992 are significant only in the sheet-flow layer. Diffusion \( D_s \) is important at the interface.

Figs. 3 and 4 display the \( \kappa\varphi \) equation balances. Diffusion is negligible and convection is significant only in the sheet-flow layer, and in the suspension domain the balance is local. Turbulence energy and dissipation (see Figs. 5 and 6) reach a maximum in the sheet-flow layer and decay monotonically for sand. The acrylic grains show a slightly different behavior, with lower values for turbulence. Turbulent diffusivity is strongly damped in the grain bed, with a length scale related to the mean distance among the grain particles (Fig. 7).

Figs. 8 and 9 display the pseudothermal energy balance and the pseudotemperature distribution. The balance tends to be local only near the top of the sheet-flow layer, where the pseudotemperature is a minimum.

### Thickness of the Sheet-Flow Layer

The sheet-flow layer is usually defined as a region of the domain where the grains are supported mainly by intergranular stress due to collision. The momentum exchange due to transfer of particles

### Table 2. Material Properties (from Sumer et al. 1996)

<table>
<thead>
<tr>
<th>Sediment</th>
<th>Material</th>
<th>Grain size (m)</th>
<th>Dry relative density</th>
<th>Fall velocity (m/s)</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>3a</td>
<td>Acrylic</td>
<td>(1.05 \times 10^{-3})</td>
<td>1.13</td>
<td>(2.0 \times 10^{-2})</td>
<td>Spherical grains with (d_0=0.60 \times 10^{-3}) m</td>
</tr>
<tr>
<td>4a</td>
<td>Sand</td>
<td>(0.13 \times 10^{-3})</td>
<td>2.65</td>
<td>(1.2 \times 10^{-2})</td>
<td>Natural sand with (d_0=0.13 \times 10^{-3}) m</td>
</tr>
</tbody>
</table>

### Table 3. Material Properties (from Nnadi and Wilson 1992)

<table>
<thead>
<tr>
<th>Number</th>
<th>Material</th>
<th>Grain size (m)</th>
<th>Dry relative density</th>
</tr>
</thead>
<tbody>
<tr>
<td>1b</td>
<td>Bakelite</td>
<td>(1.05 \times 10^{-3})</td>
<td>1.56</td>
</tr>
<tr>
<td>2b</td>
<td>Bakelite</td>
<td>(0.67 \times 10^{-3})</td>
<td>1.56</td>
</tr>
<tr>
<td>3b</td>
<td>Sand</td>
<td>(0.70 \times 10^{-3})</td>
<td>2.67</td>
</tr>
<tr>
<td>4b</td>
<td>Nylon</td>
<td>(3.94 \times 10^{-3})</td>
<td>1.14</td>
</tr>
</tbody>
</table>
between regions with different mean velocities can be neglected in this layer. A number of expressions for sheet-flow layer thickness can be found in the literature. Following Hanes and Bowen (1985) (hereafter HB) and assuming a hydrostatic fluid pressure, a linear concentration profile, and a constant dynamic friction angle, the relative thickness of the sheet-flow layer may be expressed as

\[
\frac{\delta}{d} = \frac{2(1/\tan \varphi_r - 1/\tan \varphi_d)}{C_0 + C_d}
\]

(33)

where \(\varphi_r\) = critical dynamic angle of internal friction; \(\varphi_d\) = dynamic friction angle; and \(C_d\) = grain volume concentration at the top of the layer.

Kobayashi and Seo (1985) (hereafter KS) locate the interface between the bed load and the suspended load regions at a relative height with the expression

\[
\frac{\delta}{d} = \sqrt{\frac{\Theta}{\Theta_c}}
\]

(34)

where \(\Theta_c\) = critical Shields parameter, whose value is a function of the Reynolds particle number and asymptotically equal to 0.06.

Wilson (1987) and Wilson and Pugh (1988) (hereafter WP) utilize the following expression:

\[
\frac{\delta}{d} = \frac{\Theta}{\hat{C}\tan \varphi}
\]

(35)

where \(\varphi'\) = Coulombic friction angle; and \(\hat{C}\) = mean concentration in the layer. Pugh and Wilson (1999) performed detailed experiments to measure a linear concentration profile near the bottom, and used this feature to define the layer height. The top-level concentration on average is equal to \(\sim 0.05\).

Sumer et al. (1996) evaluated the thickness of the sheet-flow layer from concentration profile measurements for acrylic 0.6 mm and from visual observations for plastic (3.0 and 2.6 mm). The prediction from the concentration measurements is the largest, probably because strong errors are implicit in this method.

A criterion suggested here consists of relating the thickness of the sheet-flow layer to the stress regime. An initial definition is based on the following considerations. Fluid tangential stress decays near the bottom, where sediment tangential stress becomes dominant. The top level of the sheet-flow layer can be assumed to correspond to the inflexion point of the fluid tangential stress profile, where a negligible grain stress is present as shown in Fig. 10. A second definition is based on the ratio between fluid tangential stress and sediment tangential stress. We can assume the sheet-flow layer extends to the domain where fluid tangential stress becomes \(\sim 1\%\) of the sediment tangential stress.

The results of numerical simulations are compared to the WP layer height and to the HB sheet-flow thickness, with a top-layer concentration of 0.05 and a critical friction angle of 31° and 25° for sand and acrylic, respectively, and to KS sheet-flow thickness with \(\Theta_c = 0.06\). The definition based on the inflection point of the fluid tangential stress shows that the values for sand and acrylic tend to be unique for high Shields parameters, with relative thickness being higher for sand than for acrylic. The computed thickness is much smaller than the measured thickness based on the criterion of Pugh and Wilson (1999), as indicated in Fig. 11(a).
Fig. 5. Turbulence energy distribution, see Table 5 for caption

Fig. 6. Turbulence dissipation, see Table 5 for caption

Fig. 7. Turbulent diffusivity, see Table 5 for caption

Fig. 8. Pseudothermal energy balance

Fig. 9. Pseudotemperature distribution, see Table 5 for caption

Fig. 10. Stress distribution in stationary conditions. The values are nondimensional with respect to $\rho u^2$, $d=0.13$ mm, $s=2.65$, and $\Theta = 1.68$
The second definition gives higher values of nondimensional thickness and are much closer to the Wilson and Pugh criterion, as shown in Fig. 11.

**Velocity Profiles**

The fluid velocity profiles shown in Fig. 12 clearly predict a logarithmic region. As a convenient means of interpreting the results of the present model, they have been interpolated using the classical function

\[ U_s = \frac{u_*}{k} \ln \left( \frac{y}{y_0} \right) \]  

(36)

where the friction velocity is given and the Von Kármán’s “constant” is treated as a parameter. The computed values of the constant and of the reference level \( y_0 \) are reported in Table 5. The reduction of the Von Kármán’s constant with an increase in average concentration is in agreement with many measurements. A detailed analysis of the effects of density stratification (Turner 1973) on the velocity profiles indicates that the Von Kármán’s coefficients are corrected according to the expression:

\[ k = \frac{k_0}{1 + \alpha \cdot \text{Ri}_b} \]

(37)

where \( k_0 \) = coefficient without stratification; \( \text{Ri}_b \) = Richardson number at the top of the shear layer; and \( \alpha \) = coefficient equal to 5 (Webb 1970) nearly equal to the value 4.7 adopted in Businger et al. (1971). The effect is a damping of turbulence. The computed Richardson numbers and correction coefficients are reported in Table 5. The results are in agreement with Pugh and Wilson (1999), with a Richardson number increasing with the Shields parameter and with a more evident damping in turbulence, but the computed correction factor is not constant. The reduction of the Von Kármán’s constant is also revealed in duct flows as a second order correction effect on the wall boundary layer (Tennekes and Lumley 1972) and is widely discussed in sediment-laden flows by Lyn (1992).

The Von Kármán’s constant is reduced due to the presence of sediments whereas the effective roughness height becomes larger. As a consequence the flow resistance is reduced due to the first effect and is increased to the second effect (see the next section). The second effect is dominant at relatively high volume concentration, as can be deduced observing the friction factor versus the Shields parameter. The increasing of the effective roughness height is addressed to the increased momentum exchange induced by the presence of sediments, similar to the increasing of the effective roughness height due to externally generated turbulence (see Kozakiewicz et al. 1998).

The difference in the velocity profiles for sand and for acrylic is explained in terms of a different importance of the granular phase in the stress balance. The functions \( \chi \) and \( \lambda \) in Eqs. (19) and (21) assume higher values for acrylic than for sand, the dissipation rate in Eq. (22) is lower for acrylic than for sand. The distributions of the pseudotemperature reported in Fig. 9 indicate higher values for acrylic than for sand. The result is that the granular stress is dominant if the dispersed phase is represented by acrylic grains and the fluid phase stress play a minor role. This interpretation is also supported by the turbulence energy distribution reported in Fig. 5.

More interesting is sediment velocity within the sheet flow layer. Pugh and Wilson (1999) report experimental results in which sediment velocity within the sheet flow layer collapses on a straight line. Measurements in the lower half of the layer dis-

---

**Table 5. Von Kármán’s Constant and Reference Level**

<table>
<thead>
<tr>
<th>Material</th>
<th>( \Theta )</th>
<th>( k )</th>
<th>( y_0/d )</th>
<th>( \text{Ri}_b )</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand</td>
<td>1.10</td>
<td>0.3805</td>
<td>1.244</td>
<td>0.015</td>
<td>3.41</td>
</tr>
<tr>
<td>Sand</td>
<td>1.68</td>
<td>0.3540</td>
<td>1.528</td>
<td>0.035</td>
<td>3.71</td>
</tr>
<tr>
<td>Sand</td>
<td>2.20</td>
<td>0.3322</td>
<td>1.897</td>
<td>0.038</td>
<td>5.37</td>
</tr>
<tr>
<td>Acrylic</td>
<td>1.96</td>
<td>0.4534</td>
<td>0.490</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Acrylic</td>
<td>3.99</td>
<td>0.3603</td>
<td>0.959</td>
<td>0.035</td>
<td>3.15</td>
</tr>
</tbody>
</table>

The second definition gives higher values of nondimensional thickness and are much closer to the Wilson and Pugh criterion, as shown in Fig. 11(b).

**Fig. 11.** Sheet-flow layer thickness. WP: Wilson and Pugh model; HB: Hanes and Bowen model; KS: Kobayashi and Seo’s model. s and a represent the computed value from the present model for sand and acrylic, respectively; Svo: Sumer et al. from visual observation for Plastic (3.0 and 2.6 mm); Scm: Sumer et al. from concentration measurements for acrylic 0.6 mm. (a) First criterion and (b) second criterion.

**Fig. 12.** Fluid horizontal velocity, see Table 5 for caption.
played large scattering due to the characteristics of the conductivity probe used in the experiment. The slope of the straight line has an approximate value equal to \( \sim 0.6 \), and the velocity at the top level of the sheet flow layer is \( U_x \approx 9.4u_* \).

Longo and Lamberti (2002) report experimental results on velocity and pseudotemperature in a dry granular stream air was the interparticles fluid in a rotating drum. In the area dominated by collisions the sediment velocity profile is linear; in the area dominated by frictional stress (quasi-static domain) the velocity profile has an inflection.

The sediment velocity profiles computed with the present model, and normalized on the velocity at the top level of the sheet-flow layer (not shown), collapse in a single curve that is not straight, and which possesses a slope equal to \( \sim 0.25–0.35 \) at \( y/d = 1 \). The velocity at the top level of the sheet flow layer is \( U_x \approx 6.8u_* \) for sand, with higher values being obtained for acrylic. The lag with respect to the horizontal fluid velocity (not shown) is of the order of the friction velocity, being higher for coarse particles, and reaches a minimum immediately outside the sheet-flow layer.

The absence of inflection near the static layer in sediment velocity profiles is presumably due to the poor description of friction. The structure of Eq. (23) is substantially equivalent to a Dirac function and no frictional boundary layer is allowed. Presumably also Pugh and Wilson’s data would show inflection of velocity profiles near the static layer if measurements were possible in this area through the impedance probe they used.

Figs. 13 and 14 show predicted concentration profiles versus experimental results for different values of the Shields parameter. The fittings are encouraging, especially for sand grains and the bed load region. When the sediment vertical velocity becomes positive, usually when Shields parameter values are high, an inversion of the concentration profile appears, even though it is limited to two or three grain diameters. This phenomenon is more evident for acrylic grains, as they are lighter than sand grains and therefore subject to strong vertical velocity gradients.

The failure of the model in correctly predicting the behavior of light particles is probably due to the approximate coefficient values adopted in the expression representing interfacial force density. In addition the effects of bursting, detailed in Sumer et al. (1996) but also by Dyer and Soulsby (1988), are not included in the present model. Bursts represent an intermittent convective transport phenomenon, but only diffusion is included in Eq. (12) [see Eq. (14)].

**Transport Rate, Friction Factor**

The transport rate can be obtained by integrating in the vertical the sediment horizontal flux. The global transport rate can be divided into bed-load (in the sheet-flow layer) and suspended load

---

**Fig. 13.** Grain volume concentration for sand; symbols: Sumer et al. and lines: present model

**Fig. 14.** Grain volume concentration for acrylic; symbols: Sumer et al. and lines: present model

**Fig. 15.** Global nondimensional transport rate versus Shields parameter. Bold lines refer to Hanes and Bowen’s model, Wilson’s model, and Meyer-Peter and Müller model. Nnadi and Wilson data: +: sand; o, *: bakelite; and ×: nylon (see Table 2). The dotted line representing the fitting function \( \Phi = 19.8\Theta^{1.83} \) of the computed points for sand (s) and acrylic (a) is also shown.
and in nondimensional form may be represented by

\[
\Phi_b = \frac{q_b}{\sqrt{g(s-1)d^3}}, \quad \Phi_s = \frac{q_s}{\sqrt{g(s-1)d^3}}
\]  

(39)

A comparison of three different models with the experimental results is shown in Fig. 15. Hanes and Bowen’s model, based on the model of Bagnold, is used to describe the grain behavior inside the sheet flow layer. A linear concentration hypothesis, and several assumptions about the movement of grains in the saltating area, address the problem and allow the evaluation of the dynamic friction angle and concentration at the top level of the sheet-flow layer, of its thickness and of the total load. The problem is given in terms of nonlinear coupled equations, whose solution gives a total load that is accurately approximated by the monomial expression

\[
F_b = 3.5Q^{5/2}.
\]

Wilson’s model is based on a mixing-length approach to describe the dynamics of the fluid; the grains support tangential stress proportional to the concentration, where the fluid shear stress is supposed to vary quadratically in the sheet-flow layer. Assuming a linear concentration profile from the bottom to the top of the sheet-flow layer, the solution gives a transport rate equal to

\[
\Phi_b = \frac{1.51}{k \tan \theta_d} \Theta^{3/2}
\]

(40)

\(k=\text{Von Kármán’s constant. This result shows little difference with Meyer-Peter and Müller’s (1948) semiempirical formula, } \Phi_b = 8(\Theta - \Theta_c)^{3/2}. \text{ At high } \Theta \text{ values the difference is about 50%.}

In the above-mentioned formulas, the Shields parameter is computed on the basis of the effective bottom shear stress due to skin friction. The effective bottom shear stress and the total bottom shear stress coincide for flat bottoms, without any additional resistance due to bed forms.

The results of the present model are given in terms of the total solid discharge (bed load and suspended load), whereas the models of Hanes and Bowen, Wilson and Meyer-Peter, and Müller give results in terms of the bed load. The present model predicts higher transport, especially at higher Shield parameter values. It is consistent with the fact that suspended loads show higher increases in transport, than bed loads, at higher shear rates.

The presence of sediment in suspension and a mobile bed strongly influence the shape of the velocity profile, and the fluid discharge, for a given energy gradient. A global measure of the resistance is obtained as the ratio of the friction velocity, proportional to the stress at the bottom, and the mean fluid velocity. The use of Chezy’s formula yields the following expression:

\[
f_b = \frac{q_b}{\sqrt{g(s-1)d^3}}, \quad f_s = \frac{q_s}{\sqrt{g(s-1)d^3}}
\]  

(38)

Fig. 16. Friction factor versus Shields parameter. The continuous lines refer to the present model applied to sand and acrylic grains as reported in Table 4. Nnadi and Wilson data: +: sand; o, *: bakelite; and ×: nylon (see Table 3).

Fig. 17. Apparent bed roughness, in number of grain diameters, versus Shields parameter. Wilson’s data: +: sand; o, *: bakelite; and ×: nylon (see Table 3). The straight line is obtained from Pugh and Wilson data (1999).
The Darcy Weisbach friction factor, defined as 
\[ f_r = \frac{A}{\sqrt{gRJ}} = Au \]  
(41)
where \( U_c \) is the depth-averaged horizontal fluid velocity; \( A = \frac{U_c}{u_\tau} \) is the nondimensional Chezy coefficient; \( R \) is the hydraulic radius (computed assuming free surface); and \( J \) is the energy gradient. The Darcy Weisbach friction factor, defined as \( f_r = 8/A^2 = 8(U_c/U)^2 \), has been compared with the experimental results of Nnadi and Wilson, as shown in Fig. 16.

The friction factor increases for higher values of the Shields parameter; the effect is more evident for lighter and coarse particles, as confirmed by experimental results. The apparent roughness of the bed can be evaluated using Colebrook and White’s logarithmic formula for fully turbulent motion over a rough plane bed

\[ \frac{8}{f_r} - \frac{1}{k} \ln \left( \frac{12.2R}{k_s} \right) \]  
(42)
with \( R \) representing the hydraulic radius; \( k_r \) is the reduced Von Kármán’s constant (Table 5); and \( k_s = md \) expressing the apparent roughness of the bed in terms of the diameter of the grain. The results are shown in Fig. 17. The apparent roughness varies from 10-grain diameters for a Shields parameter near 1, to 100-grain diameters for a Shields parameter equal to 8. The value usually assumed for a rough, immobile bed is 2-grain diameters, and is kept independent of the Shields parameter. The straight line forced through the origin is obtained from data reported in Pugh and Wilson (1999). The best fitting line has equation

\[ \frac{k_s}{d} = (3.36 \pm 0.49)\Theta \]  
(43)
The uncertainty in the coefficient represents the standard deviation in the linear estimate. The uncertainty in the experimental data, as Pugh and Wilson (1999) state in their paper, is less than 20% in the bottom stress evaluation (and hence in the Shields parameter if the grain size and the relative density of the sediments are assumed unaffected by errors). Compared to Pugh and Wilson’s result, the present model overestimates the apparent roughness at high shear rate. Compared to Wilson’s data, the present model bounds most of the experimental points.

**Conclusions**

The model outlined in this study, albeit containing simple assumptions concerning the interactions between the fluid and solid phases, appears to correctly reproduce the high concentration layers near the bottom. A region of the domain where the stresses are mainly dispersive in the solid phase is contiguous with a region where the fluid exhibits mainly Reynolds stresses.

The first limitation of the model is the diffusive scheme assumed for the sediment concentration mass balance equation; this scheme works reasonably well at low and moderate concentrations, but fails when the mechanism of transmission of stress becomes mainly collisional, and is inadequate in quasi-static conditions. For future considerations, the proper overlap between the diffusion area and quasi-static area should be defined.

The second limitation is the expression of the interfacial force densities. Such forces have been theoretically and experimentally explored for isolated particles, but to the best of our knowledge few studies have been reported, and no experimental measurements are available for particles at intermediate or high concentrations. In our scheme the interfacial force densities represent the only direct interaction between the two phases, and a reliable description of these forces is essential in order to obtain a reliable experimental outcome.

The rheology of grains has been modeled with no regard for the interparticles fluid, assuming the symmetry of the stress tensor, and neglecting any kind of clustering of the grains. Such a reductive and limited framework does not reflect the real behavior of the system, as evidenced by numerical simulations (Walton et al. 1991) and experiments. Also friction stress formulation in the granular phase requires improvements.

- A turbulence model for a two-phase system has been applied. The transfer of energy due to correlations between fluid and grain velocity fluctuations is limited to negligible concentrations; no direct mechanism of transfer of energies (turbulence energy and pseudo-thermal energy) is allowed at intermediate or high grain concentrations. The balance of the different contributions to the dynamics of turbulence highlights the importance of convection in the sheet flow layer.

- The horizontal fluid velocity profiles show a logarithmic behavior in the low concentration area, with the value of the Von Kármán’s constant being reduced by the concentration and by density stratification (except for a relatively low Shields parameter and light grains). The lag with respect to the horizontal velocity of grains (not shown) is of the order of the friction velocity, being higher for coarse particles, and reaches a minimum immediately outside the sheet-flow layer.

- The thickness of the sheet-flow layer, defined on the basis of stress distribution, is of the order of 10-grain diameters for \( \Theta = 1 \), increasing with the Shields parameter and consistent with the theoretical formulations of Hanes and Bowen (1985) and Pugh and Wilson (1988).

- The global solid discharge, in nondimensional form, increases as a power of the Shields parameter, with values higher than the experimental measurements and forecasts of several other models.

- The friction factor is in reasonable agreement with the experiments; the relationship between global resistance and grain characteristics is best described by expressing the apparent roughness of the bottom in number of grain diameters. The apparent roughness varies from \( \sim 10d \) at \( \Theta = 1 \), to higher values for an increasing Shields parameter, with larger values being predicted for acrylic than for sand.
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**Notation**

The following symbols are used in this paper:

- \( A \) = Chezy’s coefficient;
- \( a \) = spatial weighting function;
\[ b = \text{coefficient}; \]
\[ C = \text{sediment phase volume concentration}; \]
\[ C_0 = \text{maximum sediment phase volume concentration}; \]
\[ C_d = \text{critical sediment phase volume concentration}; \]
\[ C_b = \text{bottom sediment phase volume concentration}; \]
\[ C_s = \text{sediment phase volume concentration at the top of the sheet flow layer}; \]
\[ C_{D_0}, C_{M_d}, C_{f_1}, C_{f_2} = \text{drag, added mass, pressure, and lift coefficients for a single sphere}; \]
\[ C_{De}, C_{Me}, C_{Le} = \text{effective drag, mass, and lift coefficients for a cloud of spheres}; \]
\[ C_{\mu_1}, C_{\mu_2}, C_{\alpha_1}, C_{\alpha_2}, C_{\alpha_3}, C_{\alpha_4} = \text{coefficients in the k-\(\epsilon\) model}; \]
\[ \mathbf{D}_e = \text{rate of deformation tensor for the fluid}; \]
\[ D = \text{pseudo thermal energy dissipation rate due to the particle-boundary collision, diffusion}; \]
\[ D_t, D_f = \text{symbols for material derivative respect to sediments, fluids}; \]
\[ d = \text{grain diameter}; \]
\[ d_{50} = \text{grain diameter having a frequency of 50\% in the frequency distribution of the mixture}; \]
\[ e, e_u = \text{elastic energy restitution coefficients in the domain and near the wall}; \]
\[ f = \text{force per unit mass}; \]
\[ f_c = \text{friction factor}; \]
\[ f_{i1}, f_{i2}, f_{i3}, f_{i4}, f_{i5} = \text{functions in the model of Lun et al. (1984)}; \]
\[ f_{st}, f_{st} = \text{drag components}; \]
\[ F_{int} = \text{term in the stationary drag}; \]
\[ F_s = \text{coefficient in the expression of the frictional stresses}; \]
\[ g = \text{acceleration of gravity}; \]
\[ h = \text{height of the domain}; \]
\[ I = \text{pseudo thermal energy dissipation rate}; \]
\[ J = \text{energy gradient}; \]
\[ k = \text{Von Kármán’s constant}; \]
\[ k_s = \text{apparent roughness of the bottom}; \]
\[ l = \text{turbulence length scale}; \]
\[ M_{i1}, M_{i2}, M_{i3} = \text{interfacial force densities}; \]
\[ M_{i1}, M_{i2}, M_{i3} = \text{interaction force density components}; \]
\[ m = \text{coefficient}; \]
\[ n = \text{unit normal}; \]
\[ n = \text{number of particles per unit volume}; \]
\[ P = \text{production of turbulent kinetic energy}; \]
\[ P_{extra} = \text{extra production of turbulent kinetic energy}; \]
\[ p_{int} = \text{isotropic component of the sediment and fluid phase stress tensor}; \]
\[ p_{int} = \text{pressure at the interface}; \]
\[ q_b = \text{bed load solid discharge}; \]
\[ q_s = \text{suspended load solid discharge}; \]
\[ q_{py} = \text{pseudo thermal energy flux}; \]
\[ q_{py} = \text{vertical component of the pseudo thermal energy flux}; \]
\[ R = \text{hydraulic radius}; \]
\[ s = \text{space vector}; \]
\[ s = \text{density of the sediment phase relative to the fluid phase}; \]
\[ T = \text{stress tensor}; \]
\[ T_b = \text{pseudotemperature at the bottom}; \]
\[ t = \text{time}; \]
\[ T_x, T_y = \text{stress tensor for sediments, fluid}; \]
\[ T_{ij} = \text{component of} \ T; \]
\[ U = \text{velocity vector}; \]
\[ U_x, U_y = \text{velocity vector of the fluid and sediment phase}; \]
\[ U_i = \text{velocity vector of the interface}; \]
\[ U' = \text{fluctuation of velocity vector}; \]
\[ U = \text{imposed external velocity oscillation}; \]
\[ U' = \text{velocity scale}; \]
\[ U' = \text{fluctuation of velocity} \ i \ \text{component}; \]
\[ U_x, U_y, U_i, U_j = \text{velocity components along} \ x \ \text{and} \ y \ \text{direction}; \]
\[ u_{seep} = \text{seepage fluid velocity}; \]
\[ u_s = \text{frictional velocity related to the fluid tangential stress}; \]
\[ w = \text{grains settling velocity, velocity scale}; \]
\[ X_j = \text{generalized function}; \]
\[ x, y = \text{space independent variables}; \]
\[ y_0, y_b = \text{bottom and top spatial coordinate}; \]
\[ y_0 = \text{reference level}; \]
\[ \alpha = \text{bed slope angle, coefficient}; \]
\[ \beta_j = \text{coefficients}; \]
\[ \delta = \text{thickness of the sheet-flow layer}; \]
\[ \delta_{ij} = \text{Kronecker operator}; \]
\[ e = \text{turbulence energy dissipation rate}; \]
\[ e_{extra} = \text{extra dissipation rate of turbulent energy}; \]
\[ \eta = \text{free surface dissipation}; \]
\[ \Theta_e = \text{Shields parameter}; \]
\[ \Theta_c = \text{critical Shields parameter}; \]
\[ \kappa = \text{turbulence kinetic energy}; \]
\[ \lambda = \text{function in the pseudothermal energy balance for the granular phase}; \]
\[ \lambda_f, \lambda_s = \text{fluid and sediment bulk viscosities}; \]
\[ \mu_f, \mu_s = \text{fluid and sediments shear viscosities}; \]
\[ \nu = \text{molecular fluid viscosity}; \]
\[ \nu_t = \text{turbulent eddy diffusivity}; \]
\[ \nu_s = \text{sediment diffusivity}; \]
\[ \rho = \text{mass density}; \]
\[ \tau_{ij}, \tau_f = \text{components of the stress tensor for the sediment phase and fluid phase}; \]
\[ \tau_{sk}, \tau_{sk}, \sigma_{sk}, \sigma_{sk} = \text{kinetic and collisional tangential and normal stresses for the sediment phase}; \]
\[ \tau_{fric}, \sigma_{fric} = \text{tangential and normal frictional stresses in the sediment phase}; \]
\[ \Phi_f = \text{spatial weighted average of the phasic function} \ X_i; \]
\[ \Phi_b = \text{nondimensional bed load solid discharge}; \]
\[ \Phi_s = \text{nondimensional suspended load solid discharge}; \]
\[ \varphi_f, \varphi_d = \text{static and dynamic internal friction angle for the granular system}; \]
\[ \varphi' = \text{Coulomb friction angle for the granular system}; \]
\[ \chi = \text{function in the stress tensor of the granular phase}; \]
\[ \Omega = \text{fluid phase vorticity}. \]

**Symbols**

\[ \langle \cdots \rangle = \text{weighted spatial average operator}; \]
\[ \sim = \text{phasic space average operator}; \]
\( \langle \cdot \rangle \) = density weighted average operator;
\( \langle \cdot \cdot \rangle \) = time fluctuating component; and
\( \langle \cdot \cdot \cdot \rangle \) = time averaged component.
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